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Abstract— Short TCP flows may suffer significant response- of application-level data starvation [8], and improve thei
time performance degradations during network congestionUn-  performance by avoiding long retransmission timeouts.
fortunately, this creates an incentive for misbehavior by &Gents There are two reasons why users would want to reduce
of interactive applications (e.g., gaming, telnet, web): to send . . ; . .
“dummy” packets into the network at a TCP-fair rate even when the responsg times. First, while the C‘?mmon wisdom is that
they have no data to send, thus improving their performance 50 — 100 ms is the lower bound that clients care about; this
in moments when they do have data to send. Even thoughis still an open research question. Recent results indicate
no “law” is violated in this way, a large-scale deployment of that there is a tremendous variation in user satisfaction in
such an approach has the potential to seriously jeopardize® o ractive applications [9]. Second, there are scenasosh

of the core Internet's principles — statistical multiplexing. We ltiol the Int t wh -
quantify, by means of analytical modeling and simulation, gins as mulliplayer games over the Internet, where users wout ca

achievable by the above misbehavior. Our research indicage @bout improving their performance relative to other player
that easy-to-implement application-level techniques areapable hence reducing their response time.

of dramatically reducing incentives for conducting the abae While it may appear that this is a minor problem, or even
tr:]altjrllt?glre§S|ons, still without compromising the idea of stastical there is no problem at all (given that all flows are TCP
plexing. friendly), this is far from being the case. While interaetiv
~ Index Terms— Interactive application, TCP, retransmission flows account for a small fraction of the total Internet traffi
timeout, statistical muitiplexing in bytes, their percent in terms of the number of flows in
the Internet is much higher [10], [11]. Moreover, interaeti
flows (e.g, chat and gaming) are long-lived in general. A
large-scale deployment of this approach has the potemtial t
It is well known that short TCP flows may experienceeriously jeopardize one of the core principles that toslay’
significant performance degradations when they multipléda w Internet is built upon — statistical multiplexing. Indeei,
long-lived TCP flows [2]. The root of the problem is theeveryone started taking their own fair bandwidth share, the
lack of knowledge about the level of the underlying networketwork would soon become highly congested. While the
congestion. In absence of the large number of packets chapsoluteperformance of all flows would necessarily degrade
acteristic for long-lived flows, even a single packet losa cadn such a case, a troubling observation is that those applyin
force a short-lived TCP flow to experience long retransmissi the fully-backlogged approach would still benakdative to
timeouts [3], which in turn significantly increase a client’ the regular clients. Hence, the dangerous incentive resnain
perceived response time. While several solutions have beednfortunately, upgrading an interactive to a fully-
proposed to efficiently combat the problem, none has bebacklogged flow is easy to implement, both at the TCP and
deployed in the Internet, probably because they require ndhe application levels. Indeed, client-side only impleta¢ons
negligible architectural changes [2], [4], [5]. could dramatically improve user-experienced responsesijm
However, one extremely relevant — and imminent — aspestill without requiring any changes at servers. Moreover,
of this problem is still unexplored. In essence, TCP-basé@ducing servers to send traffic at TCP-fair rates is not igapo
interactive applications such as gaming [6], telnet, osjs¢ent Sible [12]. In all scenarios, both network- and endpoinsdzha
HTTP [7], which share the above problem common for shomechanisms that check for TCP-friendlinessy, [12]-[14],
flows, have an incentive to improve their performance; stilare incapable of detecting any violation, simply because al
without waiting for any Internet-wide architectural chasg flows are TCP friendly.
In particular, they can “upgrade” themselves from “mice” to To understand all aspects of the above problem, we conduct
“elephants” in a trivial way, simply by sending packets int@n extensive modeling and simulation analysis. By comiginin
the network at a TCP-fair rate even when they have nothingaad extending the modeling results of [15]-[18], we quantif
send. In this way, they become capable of developing largBe response-time gains that fully-backlogged flows aehiev
congestion windows, avoid “losing memory” in moment§Vver the interactive ones. Our results show that the exgecte
response times of fully-backlogged flows cant® to three
A subset of this work appears in the Proceedings of IEEE brfot07 [1].  timessmaller than those of interactive ones. Likewise, gains

I. INTRODUCTION
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achievable by fully-backlogged TCP flows are much more 1. PROBLEM ORIGINS AND IMPLICATIONS
pronounced in the case of Random Early Drop (RED) queugs. pyoplem Origins

Even if a packet is dropped at a RED bottleneck in the . .
network, the probability is high that at least three of thiofe- TCP congestion control operates at o timescales. On
’ smaller time scales of the order of RTTs, TCP performs

up packets will trigger the triple-duplicate ACK mechanjsm

- o . Tadditive-increase multiplicative-decrease (AIMD) cahtwith
thus avoiding long retransmission timeouts. Because Dailp - . . .
.the objective of having each flow transmit at the fair rate of

i(lugrl:]ziler;duceorrelatedpacket losses, the corresponding ga'ﬂs blottleneck link. At times of severe congestiqn in which
' multiple losses occur, TCP operates on longer timescales of

Further, we explore techniques that regular clients c&etransmission Time Out (RTO). It provides two mechanisms
apply to mitigate the problem. Given the inherent deploymefor packet loss detection: Fast Retransmit and timeout.
issues with network-based solutions [2], [4], [5], we focus TCP interprets receipt of three duplicate ACKs as an indica-
on endpointbased methods. We initially explore a TCP-levetion of a packet loss. It retransmits the lost packet immetija
approach of reducing the retransmission timeout parametgon the receipt of the third duplicate ACK. This mechanism
by a half. Despite evident improvements, both our modeling called Fast Retransmit; it detects a packet loss andseact
and simulation results indicate that the method is incapabl to it on the order of a flow's RTT. Another mechanism to
removing the dangerous incentive for misbehavior. detect a packet loss is the timeout mechanism. TCP sender

We further explore two other endpoint techniques to addreS@s a retransmission timer when it sends a packet. Inicase
the problem: {) short-term padding, andii} a diversity '€ceives less than th.ree duplicate ACK; qqd the timer exjpire
approach. In the first scenario, applications append a smikg sender retransmits the packet. The initial RTO va_ll_Jeus_s
number of small-sized packets to data bursts, thus inergasi© three seconds [3]. To keep balance between waiting time
the probability to invoke the triple-duplicate ACK mechsmi and spurious retransmission there exists a lower bound ®f on
In the second scenario, TCP endpoints repeat their padketsecond for RTO value [3], [19]. _
at least one reaches the destination, the response timealk sm The main reasons for the response-time performance degra-
Surprisingly, our modeling and simulation results indictitat  dations experienced by short TCP flows is their poor knowl-
neither approach is uniformly better, and in particular th§dge about the actual level of congestion in the network.

impact of each strategy on system performance depends upfed. given that such flows only have a few packets to send,
the queuing disciplines(g, RED vs. Drop Talil) that is in use. IN ¢ase & packet gets lost in the network, they have no other
option but to wait for the RTO to expire. In other words, they

_Finally, our results clearly show that both endpoint techye ynable to resend the packet immediately after one RTT,
niques outperform the fully-backlogged approach, thus®ff ecause the three duplicate ACKs may never return; simply
tively removing the dangerous incentive for the greedy TChRycayse the corresponding data packets were never serg by th
friendly behavior. While various sub-versions of the pré@0 sender. Given that RTTs are typically of the order of 10's to
application-level techniques could themselves becomacatt 1ng'g of msec, each such event degrades the response time for
tive options for misbehaving clients, this no longer pos proximately one to twarders of magnitude
a threat to the Internet. Indeed, we show that even if all \wnile the above effect has mainly been explored in the
interactive-application clients deploy one of the prombs§gntext of web traffic [20], [21], the same problem holds for
approaches, the overall network performance does not €afjgeractive applications [5]. In such scenarios, a cligptdally
dramatically. Thus, the statistical-multiplexing berefémain  sengs a small burst of data, and then waits for a longer period
available to all network clients. of time (e.g, a few seconds) before sending the next burst.

The analysis and approaches presented in the paper @nre additional issue with interactive scenarios is thahefe
useful in cases where a single access link is shared am@mgapplication manages to develop large congestion windows
multiple end users. Because the bandwidth of the access lthking burst periods, it cannot “freeze” the window during
is limited, if a subset of the users adopt the fully-backledg times when no data is coming from the application, and reuse
scheme, other users’ transmission is severely affected. Foafterwards. Indeed, because the network conditions may
example, many people working at home suffer from thefthange quickly, TCP endpoints are required to reduce their
housemates’ greedy applications like BitTorrent and Fiash congestion windows during periods of data starvation [8].

Our analysis applies to such scenarios as well. The subiaina
approaches we discuss towards the end of the paper canBb@mplications
used to improve the performance of the application-limited

. . All these facts give incentive for clients of interactive
flows in presence of greedy cross traffic.

applications for misbehavior. The logic is simple: if irdetive

This paper is structured as follows. Section Il explainfows experience performance degradations relative to long
the problem origins and its implications. In Section Ill, welCP flows, then why not upgrading interactive to long flows?
quantify the padding-induced gain and present modeling a@tlents can simply send packets into the network even when
simulation results. In Section IV, we explore sustainabkley have no data to send at a TCP fair rate, thus improving
countermeasures, evaluate their performance, and comper performance in moments when they do have data to send.
overheads. We discuss related work in Section V. Finally, Figure 1 depicts this approach. Whenever data packets are
Section VI we conclude. available, they are immediately sent (hence, strict pgijyrin
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data strict IIl. PADDING-INDUCED RESPONSETIME GAINS:
packets \D”Oflty MODELING AND SIMULATION
—_— TCP-fair rate . . . . . .
Here, we quantify the gain a misbehaving client is able to
_ . )

achieve by applying the fully-backlogged approach. The key
"dummy" / performance metric is thees_ponse tim,edefined_as the time
packets that elapses between sending a data packet into the network

and receiving a corresponding acknowledgement. To establi
a baseline for comparisons, we initially model the perfonoea

of pure interactive flows. Next, we model the response times
achievable by fully-backlogged flows, assuming both random
and correlated packet losses in the network. Finally, wéyer

times of application-level data starvation, “dummy” paiske OUr modeling results via simulation.
are sent into the network. A client can modify the kernel TCP

implementation to achieve this functionality. A. Modeling Response Times of Application-Limited TCP

Incentives for clients to apply this approach are manifoldr/ows
First, by adopting fully-backlogged approach, clientsidvo Interactive applications transmit data in cycles. Thefitraf
losing memory in moments of data starvation [8]. Largegenerated by these applications can be characterized by two
congestion windows can help “jumpstart” an actual datatbuisarameters: the data burst size, and the inter-burst tiimele®
arriving from the application. Second, “dummy” packets-folapproach has been used to model telnet and gaming traffic
lowing data packets may significantly increase the proligbilin [24] and [25]. Both parameters are dependent on human
that a potential packet loss will be detected via the tripléyehavior and activities, such as the user think times or the
duplicate ACK mechanism rather than the RTO. Finallyyping speed. The burst sizes are typically small, and they
clients can freely apply this approach, without any fear @fasily fit into a single packet [24], [25]. The inter-burstial
“getting caught.” This is because both network- and endpoinimes differ from application to application. They are tygily
based schemes designed to check for TCP-fairness compliamodeled by the exponential distribution, with the mean of
(e.g, [12]-{14]) would detect no violations. several hundreds of milliseconds.g, for gaming [24]) to
fseveral seconde(g, telnet [25]). In any case, as long as the

Unfortunately, even though no law is officially violate ) i -
with the above approach, its wide-spread adoption has/er-packet arrival times are longer than one third of RO,

strong potential to seriously jeopardize the overall Inétr apotent?al packet I_oss wiﬂottriggerthetrip_le—duplicate ACK
performance. When only a single interactive flow is upgradégechanism, but will rather be detected via the RTO.

to a fully-backlogged flow, there is only a negligible or no Thus, assuming smgle-_packet-long data bursts and the RTO-
increase in overall packet loss ratio [22]. Thus, the uses se?@Sed packet-loss detection, we proceed as follows. Déryote
an immediate improvement in its response time. However,[itthe packet loss probability. We assume independent packet
will aggravate the congestion and greatly increase theativel©SSes [16], [18]. While packet losses in a Droptail queue
packet loss when everyone adopts this approach. IndeedMight be correlated within a RTT round, packet losses are
interactive clients would start taking their bandwidthrfai Independent among different rounds [18]. Given that irtera
share, the network would soon become highly congestdy® @pplications typically send only a single packet in ard,

The packet-based Internet as we know it would soon becofié independent packet loss assumption is reasonable tior bo
a “circuit-based” network; given the large number of shoffRED and Droptail queues. L&t (i) be the probability that
and interactive flows [20], [23], the bandwidth “dedicated® packet experiences exactlyfailure transmission attempts,

to each “TCP-friendly circuit” would soon converge mero followed by one successful try. Then,

[22]. Still, our research indicates that even in such sdeear _

misbehaving clients wouldbutperform the behaving ones. P(i) =p'(1 —p). 1)
Thus, the dangerous incentive remains.

Fig. 1. Padding misbehavior: Upgrading mice to elephants.

After the timeout expires, the client doubles the current
Finally, implementing the approach of Figure 1 is not partiovalue of RTO; thus, after consecutive packet losses, the RTO

ularly challenging. Client-side only implementationstiba@t value is set to2! RT'O. Denote byL(i) the corresponding

the TCP and the application levels are straight forward hSutatency experienced by the client aftefailure transmission

designs could improve the times required to “push” packe#stempts.L(i) can be expressed as

to servers, a feature of particular interest to online gamin

players. (Many online games require reliable transport an i1

hence use TCP ports [6]). While slightly more challenging, L(i) = ZQkRT0+ RTT

provoking servers to send at TCP-friendly rates is not impos P

sible. One example is a recently proposed mobile TCP code _ (2i _ 1) RTO + RTT. @)

method [12]. It enables clients to deploy a desired TCP warsi
at servers. Given that it only checks for TCP friendlinekg, t Thus, forp < 0.5, the expected value of the response-time
approach of Figure 1 would not be qualified as a violation. latency becomes
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> o 1p 1p
E[L] = Pu(i)L(i) — . —
=0
1-p__-2'RTO 1-p _ RTO
= (—L_)RTO + RTT. ©) —, =
1-2p .
2RTO 2 RTO
B. Modeling Response Times of Fully-Backlogged TCP Flows Fig. 2. Decision Tree

Here, we model the response times of fully-backlogged
network-limited TCP flows. By establishing this result, we
become capable of understanding gains that a misbehavIJQ
client can achieve by applying the fully-backlogged apploa
We exploit the sophisticated modeling results of [15], [18]

ivenw, and forw > 3, the probability that a loss indication
timeout is given by

and furthgr _extend them to optain the dgsired response-time . - Zi:OB(w’ E)1+ (1= p)E(—=1+ (2—p)))
characteristics. In our analysis, we consider both cowela Qw) < I—(1—p)» :
and random packet losses, typical for DropTail and RED 7

routers, respectively.
1) Correlated Packet LossesPadhyeet al. [18] develop Next, assuming a uniform distribution for the TCP con-
the well-known TCP throughput model for fully-backlogged@estion windowWW, which is the instantaneous congestion
TCP flows, which we exploit to obtain the response-tim@indow size based on TCP’s congestion control algorithm,
characteristic. We use the same notation and preserve @l the discrete interval0, w.q.|; according to [15], the
relevant assumptions of [18]. From our perspective, thetmdg¥obability that a loss indication is a timeout becomes
important is thecorrelatedpacket loss assumption. It says that
if a packet is lost, so are all the following packets withim th Winaw
same RTT round. Indeed, when the bottleneck router applies @ = Z Q(w)P [W = w]
DropTail queuing, this is likely the case. w=1
Denote byb the average number of packets acknowledged
by each ACK. Denote by the TCP congestion window size
in packets, and byF[w] its expected value. Then, according
to [18], E|w] becomes

(6 4+ 96p — 32p* + o(p*))).  (8)

~ min(1,
wmaw
Again, the probability that the sender detects a packet loss
via triple duplicate ACKs is given by — Q.

3) Response Timesinally, we compute the response times

24+b 8(1—p) 24+ b\2 4 for both of the above scenarios. One important issue here is
3 3bp ( 3b > @) that TCPalwaysevokes an RTO if a retransmitted packet is
A lost again [17]. All versions of TCP, including NewReno and

Next, for a givenw, denote byQ)(w) the probability that a SACK, cannot recover from a retransmission loss without a

E [w]

loss is indicated via a timeout. According to [18], retransmission timeout. Figure 2 depicts this effect. Oace
packet is lost (with probabilityp), the triple-duplicate ACK
. , 1-01-p3HA+Q0-p)31—1—p) =) mechanism will be invoked with probability — ¢). However,
@(w) = min <1’ I—(1-p® " if the packet is lost more than once, the RTO is inevitable.

(5)  While it may appear that computin@ is not that essential
@, the probability that a loss indication is a timeout is, (9iven that it appears only once in the decision tree), this i
not the case. Given that the Q branch is close to the root of
- the tree, it does impact the response times in a non-trivagl, w
A ~ as we demonstrate below.
@ ;Q(M)P(W )~ Q(Elw)). (©) For a fully-backlogged TCP connection, denote b¥(i)
the latency experienced by the client after exadctlfailure
tr3nsmission attempts of a packet, followed by a successful

packet loss via triple duplicate ACKs is given by- Q. o : L ; .
t .U the d t fF 2, d
2) Random Packet LosseBroshet al. [15] show that the Lr?(r;)sr:Sssmn sing the decision free of Fgure <, we derive

above model underestimates the fast retransmit and fas¢rec
ery TCP features when routers deploy RED. Because in such

Consequently, the probability that the sender detects

scenarios packet losses are random, rather than correthted RIT fori =0,

il i i X
loss recovery probability increases and the subsequest los.'(i) = RIT + Q(2 — 1)RTO+ 9)
recovery latency decreases. Thus, by adopting the Beinoull (1- Q)(RTT + (2~' — )RTO) fori> 1.

loss model, the assumption is that each packet in a round is
dropped with probabilityp, independentlyof other packets. Consequently, the expected value of the response-time la-
Let B(w, k) = ()p“~"(1—p)*. Then, according to [15], for tency becomes
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140 T Nonbackiogged —— | in Figure 4 show a similar shape. Initially, the gain is rizlally
€ 0| g R 1 small for very small packet loss ratios. Indeed, even if gack
g 100 P losses are detected via the RTO, such events are rare, asd thu
g o T e * . the impact on the expected latency is negligible. Howewer, a
% ig I T e S the packet loss ratio increases, so does the gain. Intezacti
§ ol PRV, o e il flows suffer more and more, while fully backlogged flows
0 S S S S manage to improve their performance by relying on the

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 008 009 0.1
Ploss

triple-duplicate ACK mechanism. Finally, the gain starns t
decrease as the packet loss ratio keeps increasing. In such
Fig. 3. Modeling: Expected latency as a function of packes Iprob. environments, the TCP congestion window starts reducing, Q
starts converging to 1, and padding is not as beneficial any
more.

Figure 4 further shows that the gain is a function of RTT;

, s o the higher the RTT value, the smaller the RTO/RTT ratio, and

EL] = ZPW)L (4) the smaller the gain. Also, as RTT increases, the maximum
=0 gains are achieved for larger packet loss ratios. Indeetheas

=Q ( l1-p _ 1) RTO + RTT RTO/RTT ratio decreases, it musf[ be compensated by its
1—-2p factor ((1 — p)/(1 — 2p) — 1) (Equations (3), (10)) to keep

a balance, meaning thatincreases. Finally, for the reasons
explained above, RED’s gain is larger than DropTail's.

+M1—Q)((;ri—J)RTO+RTT).(HD

Finally, we define the response time gafr, as the ratio . _
between the expected response times for an interactive an@.aSimulation

fully-backlogged TCP( = E[L]/E[L']. To verify our modeling results, we have conducted ex-
tensive simulation experiments, which are described here.
C. Modeling Results The topology consists of a client and a server pool that are

erconnected by a pair of routers and a bottleneck linke Th
ective round trip time fluctuates in the range from 10 to
0ms; likewise, we vary the bottleneck link capacity from

Figure 3 depicts the expected latency as a function '(Eﬁ
the packet loss probability for application-limited as wel®

as fully-backlogged flows (both for random and correlate ; .
packet losses). Naturally, in all scenarios, the expeatshty 5 to 10Mbps. By generating the background cross traffic

increases as the packet loss probability increases. chwe\% appropriate intensity, we control the packet loss ratio a

the key point is that for a given packet loss rate, the full)}—he bottleneck. We usas-2s TCP/FullTcpAgent. For each

backlogged flowslwaysoutperform interactive ones. In otherdata sample, we run the simulation for a thousand seconds
words, clients promoting their flows from mice to elephan{sepeat?dly anq report.averag’es .

always experience better performance than pure interactive':Or mteractwe traffic, we open a telnet connec.tlon._ The
flows. Unfortunately, this means that the incentive for co glnet _cllent genera_ltes pac_kets_usmg an exponentiaildlistr
ducting the misbehavior is always present. tion with average inter-arrival time of second. For fully-

Figure 3 further shows that the padding misbehavior pa gcklogged _TCP connections, we open FTP connections be-
\%een a pair of nodes, one each from the server and the

off better for RED-based bottlenecks. Because packet dos . ) .
lent pool. To accurately emulate an interactive conmecti

are random, avoiding RTOs is more likely in such scenarios ted 10 a fullv-backi d " K ket
In particular, if a packet is lost, the probability that thgonverted fo a ully-backlogged connection, we mark patke

following packets from the same RTT round will make i{andomly usi_ng the same exp_onential d_istribu_tion as in the
to the destination (and the corresponding ACKs back to ﬂl]%lnet scenario. For the analysis of the simulation resuits

source) is not small. As a result, the triple duplicate ACIgons'Oler the statistics for those marked packets only.

probability (1 — Q) is larger for random packet losses than fO{thF|gure_5(.a)tEIo;_s the S|mul?t|ont.resu:ct?hfor thek ?elun rat'?
correlated ones. Figure 3 demonstrates that there stiitexi € y-axis in the figure) as a function of the packet loss rate

gain of fully-backlogged flows with DropTail over the pure(the x-axis in the figure) for RED and DropTail queues. In this

interactive scenario; this is despite the correlated patces particular scenario, we set the bottleneck bandwidth to p34b

: : ; : d the round-trip propagation delay is 12 ms. The bottlenec
tion (if ket is lost d — then all packeft \ |
assumption (if a packet s lost in a roun en al packs guter buffer is 40kB; in the RED case, we use the defasit

that follow in the same round are dropped). If at least thr RED ¢ Wi trol th ket | tio b .
packets from a RTT round make it to the destination befo -0 parameters. e contro’ the packet [oss ratio by varying
the intensity of the cross-traffic. The background traffic is

the concerned packet is lost, they may still trigger thelerip . .
duplicate ACK mechanism in the following RTT round (Segomposed of http, ﬂp_’ and Ipw-rate udp trafﬁ_c. In a(_1|d|t|on,
we generate a pure interactive flow and an interactive flow

reference [18] for details). Oéwerted to a fully-backlogged flow. For each of the flows, we

Figure 4 depicts the response-time gains achievable by h ; d ket | i q i Th
padding misbehavior as a function of the packet loss ratig¥ (N€ EXPerenced packet 1oss ratio and response-tinen,

SQCh a measure is .Of. particylar importance fqr rT'iSbeIF“’J‘VingThe modified ns-2 code and simulation scripts are available a
clients trying to maximize their performance gains. All e&s http://networks.cs.northwestern.edu/Intcp/code/
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(b) artificial losses with RED queue

(a) congestion-related losses

Fig. 5. Simulation: Gain ratio as a function of packet losshpr

we run the experiment multiple times and aggregate thetesujueues. The important implication is that greedy usersysdwa
to calculate the gain ratio. Unless otherwise indicated),( have the incentive to adopt the fully-backlogged approach t
Figure 8), this is the default simulation scenario. The shafp improve their response times.

both curves in the figure is as predicted by modeling. Likewis

simulations confirm that gains are larger in the case of RED i

than with DropTail. The figure shows a discrepancy between !N order to understand the impact on overall network perfor-
the model and the simulations. This is due to varying queuifig@nce when a user adopts the fully-backlogged approach we

delay in simulations, and because the effective RTT ineaLoNduct an experiment and present our observation in Figure

with the packet loss ratio (congestion in the network), whic8: The e_xperimenf[ is done using a dumbbell topology _With
is not captured in the model. access link capacity of 100Mbps and bottleneck capacity of

.10Mbps. Each link in the topology has a delay of 2ms. Figure
In order to understand why the match between modeliRdspows the overall loss rate on the Y-axis and number of

and simulations shown in Figure 5(a) is so poor, we procegdy_hackiogged flows in the system on the X-axis. The gap
as follows. By applying thens-Zs artificial random packet hepyeen the solid line and the dotted line depicts the iserea
loss module, we manage to effectively control the packet log, packet loss rate when a user adopts the fully-backlogged

ratio while keeping the RTT value relatively constant. Wen,64ch for a given number of background flows on X-axis.
apply RED queue at the routers for this experiment. Giveh tha

packet loss is introduced artificially, and there is no cctiga

in the network, both RED and DropTail yield similar results. Figure 6 clearly shows that there is no considerable inereas
Figure 5(b) shows the results. For packet loss ratios of up packet loss rate for any given background setup when a
to 3.5%, the model and simulations match well. However, farser upgrades itself to fully-backlogged connection. Githes
larger packet loss ratios, the modeling leads to over-@giim observation and the fact that an interactive connectiomgdw

of the gain ratio. This is because we assumed that the initialproves its response times by adopting fully-backlogged a
RTO is set to minRTO of 1second [3]. However, when thproach, any greedy user would always be tempted to upgrade
packet loss ratio is high, this is not necessarily the case. Rtself to fully- backlogged connection, even after knowing
example, due to multiple packet losses in a single RTT rourtiat if everyone starts doing the same the overall Internet
a future packet may “inherit” a longer initial RTO, an effecperformance will be severely degraded. This is because ther
that is not captured in our modeling. Still, the gain in bothis no central authority that monitors or controls user bédrav
scenarios remains in favor of fully-backlogged flows. Dé&spiin the Internet, and a user has no way to know what others
the mismatch between the modeling and simulations, the gaire doing. Thus upgrading itself is the best strategy forea,us
ratio is always greater than one both for RED and Droptand any greedy rational user will do it.
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a packet loss is detected via the fast retransmit mechanism;
yet, without applying the “brute-force” fully-backloggeap-
proach. In particular, this could be achieved by appendieg t
application data packet with three “tinye(g, 20 bytes each)
o1l “dummy” packets. Indeed, RFC 3390 [27] enables setting
005 L TCP’s initial congestion window size to 4 packets when TCP
0 ‘ starts a new connection or restarts a connection after a long
10 oo 1000 idle period. Thus, the three additional tiny dummy packets
should help the endpoints detect data packet losses vie trip
Fig. 6. Loss rate as a function of number of users dummy-packet-initiated duplicate ACKs.
The unique characteristic of this approach is that in ad-
dition to being implementable at the TCP layer, it could be
) i implemented at thepplication levelas well. An application
In this section, we explore ways to enhance the perfafroyld make sure that it does not send packets back to back;
mance of interactive applications without applying thelyful stherwise, TCP will make a single 60-byte packet and send it
backlogged approach. In other words, the challenge is {9 the network. At any rate, contrary to the approaches above
makesustainablechanges, which if applied globally, would (' ang below, interactive applications could immediately Idgp
solve the problem, yet{) without compromising the idea of thjs approach without requiring any kernel-level TCP cresg
statistical multiplexing. Our primary goal is to increake per- 1) Modeling: Here, we derive the response-time formula
formance of legitimate users to a level which will demot&atsy, the short-term padding approach. Assume a general sce-
misbehaving clients from converting their interactive flWt0  n4rio in which the minimum congestion window size param-
fully-backlogged TCP connections. eter ism, such thatm — 1 packets are appended to a data
i i ) packet. A timeout is invoked if two or fewer dummy packets
A. Approach I: Differentiated minRTO reach the receiver; more precisely, if the TCP sender gets ba
We initially focus on the RTO parameter. Selection of thewo or less duplicate ACKs. Thus, the probability that theslo
timeout value requires a balance among two extremes: if $glication for a data packet is a timeout is given by
too low, spurious retransmissions will occur when packets

Interactive conn —+—
Fully-backlogged conn -------

Loss ratio

IV. SUSTAINABLE COUNTERMEASURES

are incorrectly assumed lost when in fact the data or ACKs 9
are merely delayed. Similarly, if set too high, flows will Q(m) = Z (m— 1)p(m—1—i)(1 —p). (11)
wait unnecessarily long to infer and recover from congestio =0 v

Allman and Paxson [19] experimentally showed that TCP Again, the probability that a data packet loss is detected by

Zﬁgﬁ\éfsbgii;r?;x:qnjl%tgliogr?:Zlétclgntge_:_?]t:r;itd'f tpo‘?:t: ihine triple duplicate ACK mechanism is 1-Q. Also, as discdsse
' y g ove, in case a retransmitted packet is lost again, it evoke

all flows should have a time-out value of at least 1 second jn . : :
o . an RTO. Thus, by applying the same approach as in Section
order to ensure that congestion is cleared, thereby actgev

'III-B the expected latency becomes
the best performance. ' P Y

One approach to reducing the performance degradations
experienced by application-limited flows is reducing thexmi L] =Q ( l-p 1) RTO + RTT
RTO parameteexclusivelyfor such flows. In particular, we 1—-2p
explore an approach in which a TCP sender is allowed to 1—-p
use a lower value for minRTO,e(g, MiNRTO), when its +p(1-Q) ((1 -2

used congestion window size is less thanfraction of the : . . .
. ) : . . , Strictly speaking, Equation (12) appliesly to the random
current congestion window size (we quantify tneaRTO’and : ) . X
IRss scenario. Indeed, under the assumption that if a packet

fraction parameters below). While it is arguable whether su Bst so are all the packets that follow in the same round, the

an approach can cause a congestion collapse, one argument L ) . .
o . . ) o proposed approach is ineffective. However, our simulation
in its behalf is that interactive applications represeniy an

small fraction of the byte-level Internet traffic. Moreoylre indicate that the above correlated packet loss assumption

ultimate protector from congestion collapse is the RTO bé#fck Is "too strqng, and that when a data packet is lost, th_e
corresponding follow-up packets are not always dropped in

mechanism [26]. Thus, having a few spurious retransmissio, . :
: . DropTail routers. Hence, the proposed approach improves th
will not degrade the network performance by a perceptiblé . X
; . erformance even in such scenarios, as we show below.
amount. Moreover, in the context of the congestion collapse
problem, this approach can only be better than the fully-

backlogged one. However, the results we present below mdke Approach IlI: A Diversity Approach
such a discussion obsolete. In this approach, we modify a TCP sender to send a packet
k times; k is a small integerk > 1. TCP sends: copies of a
B. Approach II: Short-term padding with dummy packets packetwithoutviolating TCP’s congestion control mechanism.
In this approach, the goal is to improve the performancehe key idea behind this approach is that the probabilityaha
of interactive applications by increasing the probabiliyat least one of thé copies of a packet will make it to the receiver

- 1) RTO + RTT) . (12
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is high. However, if allk packets are lost, TCP undergoes 10f T Tmemevecom —— ]
retransmission timeout and cuts down the congestion windowg 10|~ Fulv-backiogoed conn, - 1
. : o ; L A T - J

to one. Hence, in the following retransmission rounds, |tg 100 Approachill -
retransmits the packet only once. 5 &r 1
el -

Formally, when a TCP sender transmits only a single packet; ig I

and it cannot send any more packets because it does ng ! -
have any data to send, this approach allows the TCP sender o
to transmit a duplicate copy back to back. Of course, this o 00 oo oo 0o Ol(;;rl’os:l% por oo ae e
only applies under the assumption that the current corayesti

window permits the TCP sender to transmit more than oneFig. 7. Modeling: Expected latency as a function of packss Iprob.
packet.

This is aTCP-onlyapproach; it cannot be deployed at th
application layer. For example, if two copies of a packet a
sent from the application to the TCP layer, TCP will treat Here, we evaluate the effectiveness of the three approaches
them as two different packets. Thus, if the first packet is lo50r Approach I, we set the minRTO’ to 500ms, and the
and the second one makes it to the receiver, the second padiaation parameter to 1/4. Given that the minimum congestion
will only be buffered at the TCP layer; it will be “pushed” towindow is four packets [27], this enables a client to always
the application layer only after the first packet is sucadisf re-send a packet after an RTO of 500 ms. In Approach II,
retransmitted — which in this scenario happens after one RD application data packet is appended with three appizati
in the best case. level dummy packets, each of the size of 20 bytes. After TCP

Note that TCP uses the lack of an acknowledgement as&f#fls a 40-byte-long header, the dummy packet size in the
implicit signal of packet loss, and reacts by cutting dove it"etwork becomes 60 bytes. Finally, for Approach IIl, we set
congestion window. However, in this approach, even if one &f= 2; thus, each packet is repeated twice.
the packets is lost, TCP sender gets acknowledgement fronfigure 7 plots the expected latency, estimated by the analy-
the receiver. In order to keep TCP’s congestion mechanisis given above (Equation 12, 14), as a function of the packet
function correctly, the sender maintains extra informatio [0S ratio for the three approaches. The key observatidreis t
whenever it sends a duplicate copy, it expects a duplicdf¢ short-term padding and diversity approacbegperform
acknowledgement from the receiver. If it does not receiwe thhe fully-backlogged approach. In this way, two goals are
duplicate acknowledgement, it cuts down the congestion wichieved: ) The interactive-application clients no longer have

dow. Moreover, delayed acknowledgement should be disabfggentives to generate fully-backlogged flows. Indeed, why
at the receiver. convert to fully-backlogged when approaches-1l and -l ar

better? (i) Approaches-Il and -lil still preserve the idea of

. Evaluation

1) Modeling: Here, we derive the response-time formula =" - :
for the diversity approach. Denote tiythe number of copies Stfistical multiplexing, as we demonstrate below.
of a packet a TCP sender generates. Then, the probability thaFigure 7 also shows that despite the fact that we reduced the

at leastone copy of a packet is transmitted successfully exactlj"RTO parameter bg half, the response time of Approach |
after failure rounds becomes i$ still higher than that of the fully-backlogged approaChur

evaluations (using both Equation (3) and simulations)dat#
that reducing the minRTO parameter much more would help
(13) outperform the fully-backlogged approach. However, such a
approach in essence converges to the Approach lllkfer2),
and hence we refrain from showing it further.
1) Simulations: Figure 8 plots the simulation results for
the above scenarios, both for RED and DropTail routers. In

L[ 1=pF for i =0,
Ph(l)—{ pk+i—1(1_p) fOfZZl

In particular, the probability that at least one of thpackets
in the first round successfully reaches the destinationvsrgi
by 1 — p*. Fori > 1, P, (i) is given by the product of two . . X -
probabilities: {) the probability that alk copies are lost in the simulations, we c_ontrol the_ packet loss by varying the iaiign
first round, and 4;) the probability that the single packet cop)f)f t_he Cross trafnc._ In add't'on’ we g_enerate one of the flows
is lost in all subsequerit- 1 rounds, followed by a suc:cessful'nd'c"jlted in the figure: an interactive, a fully-backlogged

transmission. Then, following the approach of Equation i{3) an Approach Il, and an Approach Ill flow. Figure 8(a) (the

could be shown that fop < 0.5, the expected response-timeB_ED case) ﬁonfirms %eneral trend? showr? prfE\I/liOLéSIYkiln Figudre
latency becomes 7: approaches-ll and -lll outperform the fully-backlogge

scenario. Moreover, as explained above (in Section IlI-D),

due to inheriting longer than minRTO initial timeouts, the

fully-backlogged flow experiences additional respongseeti
(14) degradations for larger packet-loss ratios.

Figure 8(b) plots simulation results for the DropTail case.
Similarly to the above scenario, our modeling approach heveéhile correlated packet losses, characteristic for daip-t
strictly applies only to random packet losses. Still, siations queues, do affect the overall performance, the key finding
below indicate that the approach is viable in DropTail scenaemains unchanged: both approaches-Il and -lll have lower
ios as well. response times than the fully-backlogged approach. Fanexa

(1-p)
(1-2p)

E (L] =p"'RTO < - 1> + RTT.
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Fig. 8. Simulation: Latency as a function of loss rate

25

oo ——— T interactive approach can support more than 350 connections
20 | (oaq- 100 % before the latency starts increasing. Unfortunately, asidised
above, this state is unstable in the sense that clients have
incentives to improve their performance while still rermiam
TCP friendly. Finally, the figure shows that approaches-II
1 and -lll support a necessarily smaller number of connestion
relative to the interactive scenario. However, the key poin
is that both approaches providé) (@ sustainable solution
that demotivates clients from moving the system into the
Fig. 10. Simulation: Observed loss rate as a function of segreize used fully-backlogged state; andii) a significantly “friendlier”
by the flows. environment relative to the fully-backlogged approach.
Figure 9 shows that in the case of Approach lll, the

latency starts increasing when the number of flows exceeds

ple, due to larger probability that both copies of a packet {5 |ndeed, because clients send two copies of a packet by
Approach Il will get dropped at the router, its performancaefau“' the “departure” point is approximately at one half

is not as good as in the RED case. However, because ij&nhe number achievable by the purely interactive approach
probability that both packets are lost concurrently doe$ neyt hecause the overhead for the Approach Il is smaller
equal one in reality, there still exists gain over the fu"y(3*60bytes relative to 540 bytes-long data packets), it can

backlogged approach. Also, contrary to the RED scenaris, itgnhort 5 Jarger number of flows without increasing response
interesting that Approach Il (padding) outperforms Apmioa 4 as (the “departure” point is around 250 flows).

[l (diversity). Since padded dummy packets are smallentha Also, while the performance for Approach Il (padding) is

data packets, the likelihood that they will get dropped afy, o imately identical in the RED and DropTail scenarios,
the byte—_based drop-tail queue is smaller. To validate tlﬂ;ﬁs is not the case with the diversity approach. Indeedyiféig
hypqtheS|s, we conduct an experiment where we g_energted) shows that RED’s random packet dropping has a brilliant
multiple T_elnet flows, and each of them uses a differeect on Approach lll, given that latency increases moder-
segment size (128, 256, 512, and 1024 bytes). The bottlenggky, \yith the number of flows. Not only that the approach
router uses a Droptail queue in the byte mode. We Comr(ﬂ’ﬂamatically outperform the fully-backlogged approact iv

the network load by generating pareto and hitp cross traffic @ e, qutperforms the pure interactive approach when there a
average segment size of 576 bytes. Figure 10 shows the 'mprﬁﬁlhy flows in the system. By contrast, due to correlated gacke

of the packet size on the observed loss rate experienceobby@sses, the latency slope is much steeper in the DropTagl cas
flows. It clearly shows that flows with smaller segment sizes

experience significantly lower loss rates relative to thevélo _
with larger segment sizes. E. TCP Smart Framing

2) Overhead and SustainabilityDne final issue that we Mellia et al. [28] propose a segmentation algorithiCP
explore is overhead and sustainability. In essence, weoexplSmart Framing(TCP-SF) to reduce TCP’s latency. The basic
scenarios in which a given approach is widely deployed, amdtion is to split data into smaller segments when TCP’s
evaluate {) the performance gains over the greedy fullyeongestion window is less than fomaximumsegment sizes
backlogged approach, and)performance reductions relative(MSS). This helps TCP to recover from packet losses during
to the purely interactive, yainsustainablgapproach. the slow-start period. In essence, this is an attempt torensu

Figure 9 plots response times as a function of the numbertbft there are always enough packets in the network to trigge
flows in the network, wheill clients apply a given approachthe fast retransmit. As the congestion window grows, the
indicated in the figure. Even for a moderate number @flgorithm increases the segment size. This technique hexs be
connections, the response times increase dramaticallthéor shown to perform well in reducing timeout events during the
fully-backlogged approach. At the other extreme, the pureslow-start phase when the end point has new data to send in

Observed loss rate (%)

100 200 300 400 500 600 700 800 900 1000 1100
Packet size (bytes)
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Fig. 9. Simulation: Number of flows vs latency: C = 1.5Mbps

response to an acknowledgement. Below, we explore if thesterT’O or go back toS depending upon further loss events.
approach can improve the performance of interactive flowsThe state machine of TCP for interactive connection cossist
It appears that TCP-SF approach will also enable interactiof two states only;S and 70O. Denote byp the normal-size
TCP senders to detect packet losses via fast retransmiputithpacket loss probability; the probability of transition fincstate
waiting for long retransmit timeouts. However, we show lelo S to 7O is equal top(S,T0) = p.
that contrary to the common intuition, TCP-SF even degradesThe performance of the TCP-SF approach relative to the
the response times for interactive applications. The kagea TCP approach highly depends upon small-size to normal-size
is that the probability of getting one of the multiple smallps/p) packet loss ratio. In a packet-based queue, where
segments lost in the network is even higher than when entirethe TCP-SF approach will necessarily perform worse than
data is packed into a single packet. This approach works wélCP. Even with byte-based droptail queue, where the queue
for reducing timeout probability during the slow-start jperof —operates at the edge during periods of congestion, pacietdo
a backlogged TCP connection because the TCP sender alwaigsinevitable when multiple small-size packets arriveurnsh
has new data to send upon a receipt of an acknowledgemdiitis will often lead to multiple packet losses, and resagltiim
But, this does not hold true for an interactive TCP senddimeout. We evaluate these hypotheses below.
Interactive applications often wait for the response mgssa 2) Simulations:Figure 12(a) shows the TCP-SF and TCP
from its peer before sending any new data to the TCP layeesponse time profiles for hyte-baseddroptail queue. The
In such scenarios, if any of the last three segments are losisult is even worse for a packet-based queue (not shown).
then the only way to recover is to wait for the retransmit clearly reveals that the response-time plot for TCP-SF is
timer to expire. This exacerbates response time of intimactsignificantly worse than it is for TCP. This is for the same
applications. reason explained above. Figure 12(b) shows that therdles lit
1) Modeling: Here, we analyze the behavior of the TCPimprovement when RED AQM is deployed at the network
SF approach using a state machine. Figure 11 describes f@ters. This is because the average queue size remaing belo
behavior of TCP-SF for a interactive connection. The ihitidhe actual queue limit due to the random early dropping
state of the system is represented $iyWhen a loss occurs, mechanism, and the packet dropping probability reduces pro
TCP-SF can either enter fast retransmit (FR) or timeout (Tajortionally when the incoming packet size is smaller than
This choice depends on the loss pattefi? can be entered the mean packet sizf29]. However, both DropTail and RED
only if the first segment is lost and the following thredlueues are deployed in today’s Internet, which makes TCP
segments are successfully delivered. Denotg byhe small- smart framing a nonviable solution for interactive TCP.
size segment loss probability. Then, the transition prdthgab
from state S to FR is equal top(S, FR) = ps(1 — ps)>.
If a loss pattern occurs so thdtR cannot be entered, the
state machine moves from stageto 7°0O. The probability of
this transition isp(S,70) = 1 — p(S, FR) — (1 — ps)*. The
state machine can then leave stat@ and enter stat& if no
further losses occur. Similarly, from statéR, it can either

oS

Fig. 11.

V. RELATED WORK

There has been substantial amount of work to improve
the response time of short flows in the Internet. Many such
approaches appear to address the response time degradation
problem of interactive applications to some extent. In this
section, we discuss such related work.

Several solutions based on the idea of service differentia-
tion and preferential treatment to short flows in the network
has been proposed. Guo and Matta [2] use different mark-
ing/dropping functions at the routers and a packet classifie
at the network edge to distinguish between long- and short-
lived TCP flows. In addition to requiring large changes to
the existing network infrastructure, the solution appeiars

State machine to analyze the behavior of TCP-SF address the problem of short, but not the interactive flows
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because its packet/flow classification technique is based @angestion window size plus two segments. Assuming these
packet counting, rather than the sending rate of the flow. tlo new segments and corresponding ACKs are not dropped,
would classify a long-lived interactive connection, evén ithe sender can infer packet loss using standard Fast Retitans
sending packets at a very low-rate, into the category of lotlgreshold of three packets. To take advantage of this method
flows, once the packet counter exceeds the threshold valli€P sender should always have new data to transmit, which
Noureddine and Tobagi [5] propose application- and TCIllevis not the case with interactive applications.

marking to give strict priority to interactive applicatisin the  The Early Retransmit approach [32] addresses TCP’s loss
network. In addition to requiring per-user traffic polici®d yecovery mechanism for congestion windows smaller than fou
the network edge (tedious to deploy), the authors assume &-ets and when the TCP sender cannot send any new data
widespread network support for multi-priority servicestite  gjther pecause of a limited receiver window or it does noghav
Internet (to the best of our knowledge, not the case). any new data to send. This approach enables TCP senders to
Le et al. [4] propose an AQM scheme which gives a strictetransmit the lost packet upon receiving congestion windo
priority to short flows, while it applies congestion controminus one duplicate acknowledgements. However, the TCP
only to long flows. The key advantage over the above twaender should send at least two packets for this loss regover
schemes is that it requires no support from the endpoints;nitechanism to work.
distinguishes short from long flows by tracking the number 15 5qdress the problem of low network observability by
of packets that have recently been seen from each flow ot flows, RFC 3390 [27] specifies an increase in the
the router. In addition to provoking potential security anflermitted upper bound for TCP’s initial window from one or
stability side effects &.9, see [21]), the proposed schemgyo segment(s) to between two and four segments. If at least
requires to be implemented in thetwork corgunfortunately, one of the packets returns to the sender, the connection will
no strong incentives for such a deployment exist. Similarlyot suffer the initial default 3 second-long timeout peypalt
it has been shown that marking, instead of dropping, TGB] padmanabhan [33] describes a technique for integrated
control packets using Explicit Congestion Notification (£C |oss recovery and congestion window evolution by perststen
could significantly improve the performance of short flowgng pipelined HTTP flows. Such techniques are shown to be
[21]. Unfortunately, ECN is not widely deployed in today's;apable of faster loss recovery and more responsive to mietwo
Internet. congestion than multiple TCP connections. The motivation
Endpoint-based approaches have also been proposedbehind integrated loss recovery is to reduce the number of
large amount of Internet TCP trace analysis [30] shows thtneouts for short flows. Yang and de Veciana [34] develop
lowering TCP’s duplicate acknowledgement threshold fromMCP/SAReno in which the AIMD parameters dynamically
three to two, would increase the fast retransmit opporiemit depend on the remaining file size, such that short flows become
by 65—70%. However, it also increases the number of spuriousore aggressive. Finally, Savage al. [35] and Andersoret
retransmissions by a factor of three. Further analysis shoal. [36] have demonstrated that using history can be efficiently
that introducing a small delay (arour2d ms) at the receiver, used to improve the performance of short flows.

before sending duplicate acknowledgement upon the advent Opegpite the fact that all of the above endpoint approaches
a sequence hole, can avoid most of such spurious retransmaigaple protocol support for improving the performance of
sions. Since this approach requires modification both at t8gort or interactive flows, the key problem remains: the
sender and receiver side, the author discards this solaongppication-level data starvatiorcan prevent clients from
being impractical for Internet wide deployment. experiencing any benefits from the above designs. In péaticu
The Limited transmit approach [31] allows a TCP senddhe burst periods of interactive flows are typically small
to transmit a previously unsent data upon arrival of the firethough to fit into asingle packe{24], [25]. As a result, an
two consecutive duplicate acknowledgements, provided, iotreased congestion window, a more aggressive TCP, or a
course, that the receiver window allows the transmission bistory-based approaatannothelp. If a packet gets lost in
the segment and outstanding data remains less or equal tottiee network, the sender must rely on the RTO mechanism
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before re-injecting the packet back into the network, thuso] S. McCreary and K. Claffy, “Trends in wide area IP traffiatterns -
experiencing significant performance degradations.

This paper points out the response time degradations suf-
fered by interactive flows relative to fully-backlogged flow (12]

VI. CONCLUSIONS

during periods of congestion; it demonstrates that interac

flows can improve their response times by converting therii3]

selves into fully-backlogged flows. Our first contributiaed

in pointing out at an imminent and a serious implication qfig)

this problem: nothing stops clients wofteractive applications

to improve their response-time performance by generati
traffic at a TCP-fair rate. The problem is imminent becaus
the misbehavior is hard to detect, given that flows are TCP
friendly. The problem is serious because it has the poﬂentﬁhe]
to jeopardize one of the core principles that today’s Ingern;7
is built upon — statistical multiplexing. Second, we showed

that interactive clientsalways have an incentive to send at
a TCP-fair rate, because the corresponding response-ti
performancealwaysoutperforms the pure interactive approach.

Moreover, we revealed that due to random packet losses, fd
gain is much larger for RED routers. Finally, we demonstfate

that there exist simple, easy-to-deploy, astainablesolu-

tions that are capable of effectively demotivating clieintsn

applying the greedy fully-backlogged approach. In patécu [y
we showed that a diversity method, accompanied with RED
routers in the network, performs remarkably well. Stilleth (22]
short-term padding approach appears even more attractiygj

it could be implemented at thapplication layer without

requiringany TCP-level modifications.
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